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Spotting Objects from Weak Labels (SPECTRE) 

Expected Awards  

 The government plans to make two awards, but may make more than two awards, one award, or 

none. Contract award under this topic is subject to the availability of funds. 

 Budget  

The planned budget for each phase is approximately 

Base Period:   $1.6M for 1 award (or $800k each for 2 awards) 
Option Period 1: $1M for 1 award (or $500k each for 2 awards)  

Option Period 2: $300k for 1 award (or $150k each for 2 awards) 

Funding may be increased or decreased at the sole discretion of the Government. 

Topic Technology Readiness Level 

3 (Base Period goal) to 5 (Option Period 2 goal). 

This topic is limited to projects that meet technology readiness level (TRL) definitions in the 

TRL range 1-5. Upon completion of proposed developmental efforts, solutions should strive to 

meet a TRL of 5. 

Dates 

Draft Topic Posting 05/31/2022 

Proposer’s Day 

Registration Deadline  
06/10/2022 @ 11:00am EDT 

Proposer’s Day 06/13/2022 

Questions Due 06/22/2022 @ 5:00pm EDT 

Final Topic and 
Q&A Posting 

07/07/2022 

Abstracts Due 07/21/2022 @ 5:00pm EDT 
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Proposals Due 09/06/2022 @ 5:00pm EDT 
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Point of Contact (POC) 

Please send all questions and submissions to the Contracting Officer (CO): Daniela Garavito 

Email Address: BigRBAA@nga.mil  

➔ Use the following email subject for all email correspondence: ‘TOPIC 8 - SPECTRE’ 

Proposer’s Day Information 

The government hosted a “SPECTRE Proposer’s Day” in conjunction with this topic to outline 

challenges, concerns, and expectations to potential proposers. In addition, this event intended to 

provide potential proposers with the opportunity to identify potential teaming partners. 

Post-Event Slack Chat Room: To allow interested vendors to communicate with each other 

for teaming purposes, NGA is providing a Slack Chat Room.  

Please note that NGA/Government personnel do not have access to the chat room and will 

consequently neither monitor nor get involved in any of the discussions.  

Link to Chat Room: https://join.slack.com/t/topic8teamingroom/signup (alternate signup: 

https://join.slack.com/t/topic8teamingroom/shared_invite/zt-1b3zbfmn4-

88Zh2u0tOAIMh9NetEi6uQ) 

Event Recording: A complete recording of this event is accessible at 

https://nga.webex.com/nga/ldr.php?RCID=0a428180b90ddbebac338547aef6314f (passcode: 

BAATopic8)

https://join.slack.com/t/topic8teamingroom/signup
https://nga.webex.com/nga/ldr.php?RCID=0a428180b90ddbebac338547aef6314f
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1. Topic Research Opportunity Description 1 

2 
The National Geospatial-Intelligence Agency Research Directorate (NGA Research) is 3 
soliciting proposals for pioneering research in weakly supervised object detection [1] using 4 
text and remote sensing imagery.   5 

6 
This topic call seeks to find breakthrough solutions for lowering data acquisition risk and 7 
cost for computer vision, particularly in unstructured data. Proposals should investigate 8 
novel methods to advance the state-of-the-art in automatically extracting training data from a 9 

variety of structured and unstructured text captions.  10 

1.1 Outside of the Scope of this Topic 11 
Specifically excluded is research that results in manual-labeling of images, and any 12 

purely heuristics-based labeling functions [2] or rule-based knowledge bases [3] that do 13 
not substantially advance the state-of-the-art. Research resulting in only gradual 14 
improvements to the state-of-the-art are out of scope for this solicitation. 15 

16 

2. Statement of Need(s)17 
18 

The goal of this research is to significantly advance the state-of-the-art in weakly supervised 19 
object detection techniques. 20 

21 
Proposals should address the following research elements in pursuit of joint text and image 22 

processing with weak supervision:  23 
24 

• Automated methods of curating data sets from structured and unstructured25 
(narrative) text captions, vice existing manual processes26 

• Multi-class weakly supervised object detection in large-scale remote sensing27 
imagery.28 

29 
Generative and projective models appear to be robust to variances in data sources. They 30 

generally outperform heuristics-based models, which are often limited by information 31 
coarseness [4, 5] from the data set, and inability to generalize beyond supervised methods [6, 32 
7, 8]. Other state-of-the-art solutions utilize a paradigm similar to teacher-student methods 33 
[9, 10, 11, 12] though those solutions also suffer from similar limitations as heuristics-based 34 

models [13, 14, 15].  35 

36 
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3. Project Structure37 

38 
The research will consist of three periods – a base period and two option periods, with key 39 
milestones that determine advancement to the next period. The key technical elements are 40 

described below: 41 
42 

3.1 Technical Elements 43 

3.1.1 Technical Element 1  44 
Foundations of Natural Language Processing (NLP) (Base Period, Option Period 1) This 45 

technical element seeks methods to extract computer vision training data from existing, narrative 46 
text captions. This narrative text will include information such as object locations and counts, but 47 
may not fully specify all object attributes. For example, object locations might be exact 48 
coordinates, rough or relative descriptions, or not provided. Text extraction algorithms must be 49 

capable of extracting clear context from English text. Bidirectional encoder representations from 50 
transformers (BERT) and generative pre-trained transformer 2 (GPT-2) are the current state-of-51 
the-art for NLP. Generative or projective language models are within the scope of acceptable 52 
research, though stemming or heuristics-based language models should be avoided unless a 53 

strong justification with a novel approach is made. 54 
55 

3.1.2 Technical Element 2:  56 

Foundations of Computer Vision (Base Period, Option Period 1) This element focuses on the 57 

localization of individual objects of interest from multiple classes using weak supervision. For 58 

example, state-of-the-art approaches might use labels at the image-level to characterize the data 59 

distribution [16]. However, many of those methods still rely on the creation of image-level labels 60 

by hand, which is not relevant for this effort: detectors should primarily utilize information 61 

extracted from text, as stated. Proposed methods may utilize pre-trained models from model 62 

zoos, but should not solicit any new human labels during the pre-training process. 63 

The scale of the imagery itself should also be considered. Methods must be compatible with 64 

imagery on the order of tens to hundreds of megabytes (MB) in size, with each target object 65 

occupying no more than 0.5% of the raw image’s total pixel area. Many existing approaches 66 

mitigate this by dividing imagery into chips and using multiple-instance-learning [17], but any 67 

method capable of dealing with full-scale remote sensing imagery is relevant here. 68 

3.1.3 Technical Element 3: 69 

Extensions to Remote Sensing (Option Period 1) – Potential text sources for weak labels of 70 
remote sensing images present unique challenges due to the scale of the imagery and nature of 71 
descriptions for overhead imagery. 72 

73 
Both structured and unstructured descriptions of remote sensing imagery often describe objects 74 
in a hierarchical manner. For example, a fighter jet might be described as an “aircraft” if it is 75 
impossible to visually distinguish from a commercial aircraft. Methods under this technical 76 
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element should leverage known sematic information to classify objects within such a hierarchy: 77 
standard multi-class approaches are inadequate. Some existing methods use known semantic 78 
hierarchies to detect objects at varying levels of detail, but have not been applied to remote 79 

sensing imagery [18]. 80 
81 

Another key concern is a lack of hard negative labels in unstructured text. Since text data is 82 
typically not created with machine learning in mind, the absence of information about an object 83 

does not necessarily correlate with the absence of that object. Thus, standard methods for 84 
negative sampling are not immediately applicable here [19]. 85 

3.2 Program Periods 86 

87 

The goals of the research should be focused on performance while maintaining accuracy and 88 

robustness relative to the diversity of data.  89 

3.2.1 Base Period (12 months)  90 

The Base Period will focus development of critical capabilities for a complete end-to-end weakly 91 

supervised object detection training scheme. At a minimum, Base Period plans should address 92 

Technical Elements 1 and 2. English will be the language used for validation and verification of 93 

text extraction algorithms.  Finally, both text and image solutions must be combined at the end of 94 

this period to demonstrate an ability to perform weak supervision compliant with the 95 

performance expectations as identified in Section 5. Metrics. 96 

3.2.2 Option Period 1 (12 months)  97 

Option Period 1 will focus on extending the algorithms developed in the Base Period to the 98 

unique challenges of remote sensing data. Proposals should address Technical Element 3 within 99 

their Option Period 1 plan, clearly describing improvements to elements 1 and 2 resulting from 100 

this additional work, such as the extension of text extraction algorithms to domain-specific 101 

vocabulary and semantics, the scalability of computer vision algorithms to large-scale imagery, 102 

and hierarchical classification of individually detected objects. 103 

3.2.3 Option Period 2 - Transition (6 months)  104 

Option Period 2 will focus on maturing the technological readiness level of algorithms developed 105 

in Option Period 1 to technological readiness level 5. This includes adapting algorithms to 106 

interface specifications that will be provided by the government at the beginning of this period 107 

(see Section 7 Government Furnished Information) and may include demonstrating performance 108 

on government-provided data sets. Access to controlled unclassified information (CUI) will be 109 

required beginning with this period of the project. Any contractor personnel working with CUI 110 

information must receive a favorable HSPD-12 and/or HSPD-12 Tier 1 adjudication prior to 111 

accessing CUI information. See section 9 Security Information for additional detail regarding 112 

this requirement.  113 

114 
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4. Team Expertise115 

This topic encourages collaborative relationships and multidisciplinary teaming between 116 

academic and industry partners. The development and delivery of weakly supervised 117 

object detection techniques will likely require expertise in several relevant technical 118 

fields, including computer vision, machine learning, remote sensing, and natural language 119 

processing. This list is included only to provide guidance for the proposers; satisfying all 120 

the areas of technical expertise is not a requirement for selection, nor is partnering with 121 

another organization. 122 

5. Metrics123 

Algorithms and/or solutions resulting from this research will be measured against object 124 
detection and classification performance. Specifically, object detection performance will 125 
be measured using the standard mean average precision (mAP) and recall metrics (where 126 
a successful detection is one with a center point within 3 meters of the center point of a 127 

ground truth label) in both the Base Period and Option Period 1. Proposers may utilize 128 
their preferred method of detection, which includes any form of localization that would 129 
be useful for a user to understand where objects are located (for example, image 130 
segmentation, bounding box prediction, or center point prediction). Proposers should 131 
clearly describe in their Verification and Validation plan (see Section 6, Table 2) how 132 

algorithm outputs can be mapped to point detections for the purposes of evaluation 133 
against the metrics below. 134 

135 

In the Base Period, object classification performance will be measured with the F1 score,136 
as in a standard multi-class classifier. In Option Period 1, when algorithms will be 137 
expected to respect a given taxonomy, object classification performance will be measured 138 

using the semantic distance of the predicted class label from the true class label, as 139 
defined using a provided taxonomy and the measure defined in [20] (“Semantic 140 
Similarity in a Taxonomy”). 141 

142 

Data sets will be provided in each period for proposers to track performance, as specified 143 
in Section 7 Government Furnished Information. The government will utilize private 144 
splits of these data sets to measure performance against the metrics below, using an 145 
independent validation and verification (IV&V) protocol. Proposers are free to define 146 

additional data sets, but should not use the labels of the original xView 1 data set in any 147 
training, pretraining, or model development. Additional data sets may be used either to 148 
augment training or to demonstrate a facet of performance that the provided xView 1-149 
derived dataset may not allow for. If being used to augment training, the dataset must be 150 

publicly available (e.g., ImageNet) or labeled without manual intervention (e.g., images 151 
and captions scraped from a public blog). 152 

153 

The Government will consider data sets from performers that demonstrate the 154 

breakthroughs beyond the current state-of-the-art. Any proposed datasets must be 155 

representative of the challenge of using text for weak supervision, and so must include 156 

captions as training data. Neither the validation nor the test dataset will be expected to 157 
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contain text captions. Nominated data sets will not be shared between performers unless 158 

approved by the nominating performer. Competency and understanding of the nominated 159 

data sets is expected of the performers, and performers should keep in mind that all 160 

independent validation and verification will be done using the Government provided data 161 

set described in Section 7 Government Furnished Information. 162 

Table 1 Metrics 163 

Metrics Base Period Option Period 1 

Object Detection Mean Average Precision (mAP) 

Threshold: 0.25 
Objective: 0.45 

Threshold: 0.35 
Objective: 0.60 

Recall 

Threshold: 0.70 
Objective: 0.80 

Threshold: 0.75 
Objective: 0.90 

Object Classification 𝐹1 -score Semantic Distance [20] 

Threshold: 0.70 
Objective: 0.80 

TBA 

6. Deliverables164 
165 

The proposer shall support a project kickoff briefing providing a detailed schedule and 166 

experimental research plan as well as mid-point and close out briefings that provide a 167 
quantitative assessment of progress on key performance metrics.  168 

169 

Table 2 Schedule of Technical Deliverables170 

ITEM DESCRIPTION DUE DATE 

Technical Exchange 
Briefing 

Live briefing and associated materials that 
detail the experimental approach, internal 
schedule with expected milestones, and 

execution plan. 

15 Days after 
beginning of 
Base, Option 

Period 1, and 
Option Period 2 

Monthly Status Report 
(MSR) 

Provide a brief summary of work accomplished, 
any challenges or issues that may impact 

cost/schedule/performance or needs input, and 
brief summary of intended actions for the next 
reporting period. (Not anticipated to exceed one 
to two pages) 

Monthly 
(Base, Option 

Period 1, and 
Option Period 2) 

V&V Plan Describes the methodology for evaluating the 
performance of the proposed solution, and any 

required data and code that will need to be 
provided to the independent, third-party, 
validation and verification team at Month 9 (see 
Algorithm(s) below). 

Month 6  
(Base & Option 

Period 1) 
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Midpoint Status Report  Live briefing and associated materials to inform 
the Government of the current technical 
progress, communicate any impediments or 
limitations, anticipated difficulties, and present 

any preliminary discoveries from the current 
research. 
 
In Option Period 2, this should include a live 

demonstration of the system to the Government. 

Month 6 
(Base & Option 
Period 1) 
 

Month 3  
(Option Period 2) 

Algorithm(s) 

 

Algorithms for the extraction of computer 

vision labels from text (Technical Element 1) 
and the use of those labels for object detection 
(Technical Element 2). In Option Period 1, this 
includes updated algorithms addressing 

Technical Element 3. To be delivered to the 
government as source code and in a dockerized 
container for implementation in a commodity 
cloud environment. 

 
The performer will be expected to have all 
necessary code and data available to the 
Government for an initial evaluation of 

performance at Month 9, and again for a final 
IV&V evaluation at Month 11. 
 

Prototype 

algorithms: 
Month 6  
(Base & Option 
Period 1) 

 
IV&V ready 

algorithms: 
Month 9 and 11 

(Base & Option 
Period 1) 
 

Algorithm Description 
Document (ADD) 

 

To aid in validation and capability integration, 
provide a detailed ADD and signal model to 

describe how the detections are created through 
processing. To be delivered with each 
algorithm. 

Month 9 
(Base & Option 

Period 1) 
 
Month 5 
(Option Period 2) 

Final report & Debrief 
 

Final technical report and live briefing 
summarizing the work performed and the final 

results of the investigation.  

Up to two weeks 
before the end of 

each contract 
period 
(Base, Option 
Period 1, and 

Option Period 2) 

Finalized Algorithms  Finalized, documented algorithms for all three 
technical elements in a unified system, at 
technical readiness level 5 and conformant to 
interface specifications, which will be provided 

by the government at the start of Option Period 
1. 

Month 6 
(Option Period 2) 
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7. Government Furnished Information 171 

172 

The government-provided Base Period data set will be a modified version of the xView 1 data 173 

set [21], with a training split of imagery and corresponding structured and unstructured text, and 174 

a validation split with ground-truth object center points and classes. Proposers can expect text 175 

captions on the order of 10 sentences, containing descriptions of object presence, object counts, 176 

and spatial relationships, among other information. Not all types of information will be present in 177 

each caption. The data will contain noise and complexity, particularly in terms of how objects 178 

are described and what objects the annotator chose to describe, that does not exist in a dataset 179 

weakly annotated by hand for the express purpose of computer vision. All text data will be 180 

provided in a plain text format, and no annotations will be present in the imagery itself: there will 181 

be no requirement for optical character recognition. This dataset will be delivered at the 182 

beginning of the Base Period. 183 

Data format will be identical to the xView 1 dataset, with identical preparation: ortho-184 

rectification, georeferencing, pan-sharpening, and 0.3-meter ground sample distance. Each image 185 

in the training dataset will be labeled with an unstructured text caption reflective of the 186 

challenges in Technical Elements 1 and 2. Bounding boxes will not be given, but object center 187 

points will be provided for the validation dataset as well as a subset of the training dataset (the 188 

distribution of this subset will not be uniform: some images and classes will be labeled with text 189 

only, and some will contain a combination of text and center points). The breakdown of this data 190 

is detailed below: 191 

Table 3 Provided Dataset 192 

Data Split Number of Images Number of Objects Number of Objects 
with Center Points 

Training 847 600,345 25,000 

Validation 282 200,291 200,291 

Testing 284 - - 

193 

The Option Period 1 data set will also be a modified version of the xView 1 data set, but the text 194 

data will be updated to reflect the challenges described in Technical Element 3. This dataset will 195 

be delivered at the beginning of Option Period 1. 196 

The objects of interest will be clearly defined within the dataset, and will not include objects 197 

outside of the 60 original xView 1 classes. A semantic taxonomy of the objects within the data 198 

set will also be provided for both the Base Period and Option Period 1, so that proposers may 199 

prototype (and, in Option Period 1, fully implement) hierarchical classification algorithms 200 

described under Technical Element 3.  201 
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In Option Period 2, the government will provide interface specifications at the beginning of the 202 

performance period that the final system will be expected to conform to at the conclusion of 203 

Option Period 2. 204 

8. Intellectual Property205 

206 

NGA anticipates that achieving the goals of the program will necessitate a minimum of 207 

government purpose rights in all deliverables. Furthermore, NGA anticipates that the proposer 208 

will secure to the government a paid license of suitable scope for any third-party software 209 

incorporated into contract deliverables. Notwithstanding these assumptions, the government 210 

acknowledges the possibility that other approaches proposed by proposers may also achieve 211 

program goals.   212 

9. Security Information213 

9.1 Unclassified Work Performance Security Requirements  214 

215 
9.1.1 Uncleared contractor personnel are authorized to work on this 216 

contract up to the unclassified level, with access to Department of 217 

Defense (DoD) controlled unclassified information (CUI) at the 218 
contractor site without the requirement of a security clearance. 219 

220 
9.1.2 Any contractor personnel working with CUI information must 221 

receive a favorable HSPD-12 and/or HSPD-12 Tier 1 adjudication 222 
prior to accessing CUI information. Contractor personnel who require 223 
access to CUI for 60 days or less must receive a favorable HSPD-12 224 
adjudication. Contractor personnel who require CUI access for 225 

greater than 60 days must receive a favorable HSPD-12 Tier 1 226 
adjudication. 227 

228 
9.1.3 NGA will sponsor the HSPD-12 and HSPD-12 Tier 1 background 229 

investigation for required program personnel.  NOTE: Contractor 230 
personnel submitted for SCI access cannot be submitted for a HSPD-231 
12 or HSPD-12 Tier 1 adjudication while waiting for their SCI 232 
approval. 233 

234 
9.1.4 Foreign nationals are not permitted to perform unclassified work 235 

under the terms of this contract. 236 
237 

9.1.5 Contractor personnel shall not release any unclassified information, 238 
regardless of medium (e.g. film, tape, document), pertaining to any 239 
part of this contract or any program related to this contract, unless the 240 
contracting office representative (COR) has given prior written 241 
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approval or in performance of a project that has been scoped and 242 
negotiated by NGA. 243 

244 

9.1.6 Contractor personnel visiting NGA facilities and/or sites will receive 245 
the appropriate visitor badge and be escorted, as appropriate. The 246 
visitor badge will be returned at the end of each visit day. NOTE: 247 
NGA reserves the right to refuse access to any personnel. 248 

249 
9.1.7 Contractor personnel are forbidden from bringing in prohibited, 250 

unauthorized, and/or portable electronic devices (PEDs) items into 251 
any NGA installation or any secure office/working location covered 252 
under this agreement. A list of PEDs includes but is not limited to 253 
cell phones, cameras, two-way pagers, laptops, recorders (e.g. digital, 254 

tape, etc.), flash drives, or any other kind of removable media, 255 
without prior approval and approval paperwork from NGA. See NGA 256 
instructions/regulations/policy for a full list of prohibited and 257 
unauthorized items. Security violation repercussions will be 258 

determined on the severity of the violation. 259 
260 

9.2 Information Handling 261 

262 
9.2.1 Contractor personnel will comply with the NGA, DoD, and 263 

intelligence community (IC) policies and regulations (to include, but 264 
not limited to, the Consolidated NGA (CoNGA) Security 265 

Classification Guide) to properly mark (to include portion marking) 266 
classified and unclassified documentation, media, etc. 267 

268 
9.2.2 Document markings will be in accordance with the lowest security 269 

classification possible to ensure the confidentiality and integrity for 270 
the greatest release to partners in accordance with NGA and mission 271 
partner marking guides for classified information. 272 

273 

9.2.3 All government-furnished information released to the contractor or 274 
created in the performance of this contract will be destroyed or 275 
returned by the contractor to NGA upon contract termination or when 276 
no longer required for contract performance.  The determination to 277 

destroy or return will be at the direction of the NGA contracting 278 
officer (CO) or COR. 279 

280 

281 
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10. Proposal Requirements 282 

283 

In addition to the proposal submission requirements of the BIG-R BAA General Solicitation, 284 

Rev5, proposers shall include the following information within  285 

286 

Proposal Volume 2: 287 

288 

Proposals shall clearly address all technical elements (see Section 3.1) for each period (see 289 

Section 3.2). 290 

Further, each proposal submitted in response to this topic shall contain a preliminary validation 291 

and verification (V&V) plan that describes the methodology for evaluating the performance 292 

metrics of the proposed solution. Proposers will have the opportunity to finalize this V&V plan 293 

post-award.  294 

The preliminary V&V plan will not count towards the page limitation for Volume 2. 295 

Proposal Volume 4: 296 

Proposers are reminded that the submission of a detailed List of Data Right 297 

Restrictions/Assertions (Commercial and Non-Commercial) – per General Solicitation, Rev 5, p. 298 

36/37 (Part IV, Section 6.3.4, Paragraph iii) is required as part of Proposal Volume 4. 299 

11. Place of Performance300 

Research activities outlined in this proposal will be conducted at the performers’ location(s). 301 

12. Optional Performance302 

If the government determines that end results and overall performance within a given period 303 
warrant continued research, then the government may exercise subsequent option periods.  304 

Optional periods will be exercised based on quantitative evaluations, such as achievement of 305 

performance metrics, and quantitative metrics, such as overall assessment of base product, 306 

computational tractability, potential benefits of exercising the option, and availability of funding. 307 

Note that not exercising an option may not be solely based on performance. 308 

309 

There will be no explicit weighting between qualitative and quantitative evaluations. 310 

311 

The government may, at its discretion, transition the program to a follow-on effort.  The results 312 
of the program at its completion will determine whether a follow-on program is warranted. 313 

314 
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13. Questions & Answers (Q&A) 315 

316 

# Topic 8 Reference Question Government Response 

1 Topic Cover Page 
Is there a not to exceed contract value associated with BIG-R 
Topic 8?  

Yes, see updated language on Topic cover page: “Budget”. 

2 

HM0476-20-BAA-

0001: Part III, 1.0 
Eligible Applicants 

Will you consider submissions from the robotics community? 

All responsible sources capable of satisfying the Government's needs may submit a 

proposal for NGA’s consideration. 

3 
Section 9.1.4 
Unclassified Work 

Are US citizens only allowed to work and respond to the BAA? 
Does that exclude US permanent residents? 

The Topic 8 prohibits participation of non-US citizens. 

4 

HM0476-20-BAA-
0001, Rev5: Part III, 

1.0 Eligible 
Applicants, and 1.1.1 
FFRDCs 

Could you please confirm any specifics about the FFRDCs and 

whether they are allowed to respond to the BAA? 

All responsible sources capable of satisfying the Government's needs may submit a 
proposal for NGA’s consideration. FFRDCs are subject to applicable direct 
competition limitations and cannot propose to this topic in any capacity unless they 

meet the conditions listed in BIG-R BAA General Solicitation, Part III, Section 
1.1.1. 

5 Section 7 GFI 
Does the government have practical examples of sources for test 

captions that can be discussed with proposers? 

38North (https://www.38north.org/topics/satellite-analysis/)  is an unclassified, open 
source imagery analysis organization whose articles are similar to the data that will 
be provided for this work. Their satellite imagery analysis articles are longer and 

more news-like than the captions will be for this effort, but are generally 
representative of the syntax and grammar performers can expect. Shorter articles 
from 38North are particularly representative.  

6 

Section 5 Metrics 

Section 7 GFI 

Does the government expect performers to propose potential 

sources for test captions, for example for Technical Element 3? 

As stated in Section 7, validation/test data will not contain captions. 

“The Government will consider data sets from performers that demonstrate the 

breakthroughs beyond the current state-of-the-art. Any proposed datasets must be 
representative of the challenge of using text for weak supervision, and so must 
include captions as training data. Neither the validation nor the test dataset will be 

expected to contain text captions.” (See updated language in Section 5.) 

7 
What is the status of the SAFFIRE program and does its 
development impact SPECTRE? 

Due to classified efforts being outside the scope of this topic, the Government will 
not discuss SAFFIRE. 

8 
Section 1.1 Out of the 
Scope 

Section 1.1 of the draft RFP reads “Specifically excluded is 
research that results in manual-labeling of images…”.  If a state-

Yes, it is disqualified. (See Section 1.1 

https://www.38north.org/topics/satellite-analysis/
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of-the-art solution requires an intermediary manual-labeling step, 
is that solution disqualified? 

9 
Section 3.2.1 Base 
Period 

For the NLP portion, are we focusing on English, or will there be 
other languages represented? 

“English will be the language used for validation and verification of text extraction 
algorithms.” (See Section 3.2.1) 

10 
Section 5 Metrics & 7 

GFI 

There is a dataset to evaluate technical elements 2 and 3, but how 

will technical element 1 be evaluated?  

Technical Element 1 involves the extraction and/or representation of information 

from the text component of the dataset to enable the computer vision components in 
Technical Element 2. Thus, the Government expects that any methods for Technical 
Element 2 will be heavily dependent on the quality of methods developed for 

Technical Element 1. The metrics and dataset defined in Sections 5 and 7 deal 
explicitly with Technical Element 2, but the interdependence of the elements means 

that any evaluation of Technical Element 2 will also reflect performance under 
Technical Element 1. (See updated language in Section 5 and 7.) 

11 Section 5 
You explicitly mention object detection and object classification. 
Can you describe what you envision as the object classification 
experimental setup? 

“In the Base Period, object classification performance will be measured with the F1 
score, as in a standard multi-class classifier. In Option Period 1, when algorithms 

will be expected to respect a given taxonomy, object classification performance will 
be measured using the semantic distance of the predicted class label from the true 
class label, as defined using a provided taxonomy and the measure defined in [20] 

(“Semantic Similarity in a Taxonomy”).” (See Section 5) 

12 Section 7 GFI 
Can you give more examples of how this corpus of existing data 
differs from manually labeled data for weak supervision? 

Since GEOINT is made for policymakers and warfighters, not computer vision, this 
corpus of existing data is unlike manually labeled data for similar weak supervision 

tasks. The existing data will contain noise and complexity, particularly in terms of 
how objects are described and what objects the annotator chose to describe, that does 
not exist in a dataset weakly annotated by hand for the express purpose of computer 

vision.  

13 Section 7 GFI 

Is the distinction that manually labeling has exact counts while 

what you are looking at will have less count information and free-
flowing natural language with class noise? 

Technical Element 3 describes many of the unique distinctions. A lack of count 
information, free-flowing (narrative) language, and class noise are all important, but 
not comprehensive in terms of the challenges that may be encountered. As noted in 

the response to question 12, the distinctions do not simply come from manual vs. 
non-manual labeling, but rather from the fact that existing data was labeled for 

purposes that may not align with an ideal computer vision dataset. 

14 Section 7 GFI 
Are we assuming documents have been parsed? Do we need to 
pull labels out of large analysts word documents, PDFs, and 
powerpoints? 

“All text data will be provided in a plain text format, and no annotations will be 
present in the imagery itself: there will be no requirement for optical character 
recognition.” (See updated language in Section 7) 

15 
Section 1.1 Outside of 

the Scope. 

Are you interested in weakly supervised methods that work with 

manually created high-level labels? 
Any manual labeling is out of scope for this effort. (See Section 1.1) 

16 Section 7 GFI 
Are the objects or categories of objects of interest known apriori 
(noise or completeness issues notwithstanding)? 

“The objects of interest will be clearly defined within the dataset, and will not 
include objects outside of the 60 original xView 1 classes." 
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“A semantic taxonomy of the objects within the data set will also be provided for 
both the Base Period and Option Period 1.”  (See updated language in Section 7) 

17 Section 5 Metrics 
Is image segmentation a valid approach? What would be the 

metrics in that case? 

“Proposers may utilize their preferred method of detection, which includes any form 

of localization that would be useful for a user to understand where objects are located 
(for example, image segmentation, bounding box prediction, or center point 
prediction). Proposers should clearly describe in their Verification and Validation 

plan (see Section 6, Table 2) how algorithm outputs can be mapped to point 
detections for the purposes of evaluation against the metrics in Section 5.” (See 

updated language in Section 5) 

18 Section 5 Metrics 

You mentioned that high-level labels and aliases are a big 
problem. How is the dataset designed to assess that? For example, 

if one label has four different alias and one high-level category, 
what do you expect the "correct" output to be? 

The intention is for the natural language processing to fuse or map the extracted 
labels to the provided taxonomy (that is, to map the four aliases to one standard 
label), and for the final output to be as correct as possible within that hierarchy. A 

metric has been defined within the topic (see Section 5) that provides a numerical 
error value for classification within a hierarchy, but it is up to proposers to define 
how they wish to push their algorithm towards a more correct output. 

19 
Section 12 Optional 
Performance 

The BAA references specific quantitative metrics to evaluate 

solutions, but you mentioned some program goals that may not be 
well covered by these metrics. Will there be any qualitative 
evaluation of solutions? If so: What might that look like? Will it 

involve analysts in the loop? How will qualitative evaluations be 
weighted compared to quantitative metrics? 

Yes, “optional periods will be exercised based on quantitative evaluations, such as 

achievement of performance metrics, and quantitative metrics, such as overall 
assessment of base product, computational tractability, potential benefits of 

exercising the option, and availability of funding.  Note that not exercising an option 
may not be solely based on performance.” 
 

There may be analyst/user evaluation during the Transition Period. 
 
“There will be no explicit weighting between qualitative and quantitative 

evaluations.”  (See updated language in Section 12.) 

20  
Will the dataset be publicly available down the road like xView 
is? 

No. There is no intent for the Government to make this dataset publicly available. 

21 
Section 3.1.2 Tech 
Element 2 

What role do you see pre-trained models playing here? Do prefer 

approaches that have little to no pre-training using classical 
weak/strong labels? 

The use of pretrained models for remote sensing and other computer vision tasks is 

well-studied and relevant in the context of this effort. There is no preference between 
strong or weak labels, or between using or not using pre-training, so long as models 
are not pre-trained using the original xView 1 labels. (See Section 3.1.2.) 

22 
Topic Cover Page: 

Budget 
Is there a set budget for this project? See updated language on Topic cover page: “Budget”. 

23 Section 7 GFI 
Is there a text component at validation/inference time? Or just an 
image? 

No, as mentioned in Section 7, the validation data includes only “ground-truth object 
center points and classes” (See Section 7) 



UNCLASSIFIED 

 

BIG-R BAA HM047620BAA0001 
Topic 8: SPECTRE_07/07/2022 

 

 

UNCLASSIFIED 

24 Section 7 GFI 
Given the data will be a subset of xView, roughly what fraction 
will include the unstructured text (or structured data)? 

See Section 7, Table 3 (“…objects with center points” refers to structured data.) 

25 
Section 4 Team 

Expertise 
Do you require academic partners on a team? 

No. “This topic encourages collaborative relationships and multidisciplinary teaming 
between academic and industry partners,” but no form of partnership is required. 

(See updated language in Section 4.) 

26 Section 7 GFI 

It was mentioned that the text descriptions would be a few 
paragraphs. Is that correct? Or did you mean a few sentences? I 
imagine the average length of a paragraph to be 4-6 sentences, so 

it seems like a lot. 

“Proposers can expect text descriptions on the order of 10 sentences.” (See updated 
language in Section 7) 

27 
Section 1 1. Topic 
Research Opportunity 

Description 

Is state-of-the art considered any approach that is published or 

currently available? 

Yes. Because the concept of using GEOINT as weak supervision is novel, the 
Government is unaware of existing approaches that comprehensively address all 

aspects of this effort. Thus, any existing approaches represent the state-of-the-art that 
proposers should improve upon. 

28 
Section 7, Lines 195-

196. 

Will there be object classes outside of the 60 categories of the 

original xView dataset? 

“The objects of interest will be clearly defined within the dataset, and will not 
include objects outside of the 60 original xView 1 classes.” (See updated language in 

Section 7.) 

29 
Section 3.1.3 Tech 

Element 3 

‘Negative label’ is a term that has multiple disparate definitions. 
Can the government define 'negative label' in this context and 

provide examples of a negative label and the desired utilization of 
this labeling type? 

‘Negative label’ refers to any indication that an object of interest is not present. For 
example, "no aircraft are observed in the image." The challenge for this effort is not 
in utilizing this label type, but in creating models that can respect the fact that it will 

often be unavailable (the absence of information about an object does not necessarily 
correlate with the absence of that object). 

30 Section 7 GFI Can we get example images and captions? See question 5. 

31 Section 7 GFI Do the captions indicate spatial relationships? 

Yes. “Proposers can expect text captions … containing descriptions of object 

presence, object counts, and spatial relationships, among other information. Not all 
types of information will be present in each caption.” (See updated language in 
Section 7) 

32 Section 7 GFI Does the validation set have captions? No, see question 23. 

33 Section 7 GFI 
Will images be annotated like an imagery analysis product (e.g. 
have callout boxes, directional arrows, etc.)? 

No, see question 14. 

34 Section 7 GFI 
Should vehicle detection be limited to just military or does the 
government wish to include civilian as well? 

The data set for this effort will be a modified version of the xView 1 data set, which 
consists primarily of civilian vehicles and buildings. 
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35 Section 7 GFI 
Will the government provide a desired format for the labels and 

image captions?  

The dataset, including all relevant data format information, will be delivered at the 

beginning of the Base Period. (See Section 7.) 

36 Section 7 GFI Will the government provide bounding boxes for the objects? 
“Bounding boxes will not be given, but object center points will be provided for the 
validation dataset as well as a subset of the training dataset.” (See Section 7) 

37 Section 7 GFI 
What is the anticipated format of images included in the 
government-provided datasets? Are the images georeferenced? 

“Data format will be identical to the xView 1 dataset, with identical preparation: 

ortho-rectification, georeferencing, pan-sharpening, and 0.3-meter ground sample 
distance.” (See updated language in Section 7) 

38 
Section 3.2.1 Base 

Period 

Is it required for submissions to include innovations in both NLP 

and computer vision, or is a focus on one area sufficient? 

At a minimum, proposals should address Technical Elements 1 and 2. This includes 

both computer vision and natural language processing. (See Section 3.2.1.) 

39 Section 7 GFI 

It's mentioned in the Draft BAA that 25k of the 600k objects in the 

training data set are labeled with center point indicators. Are these 
25k points distributed uniformly across classes and separate 
images? Are some classes/images in the training set completely 

unlabeled? 

 “… object center points will be provided for the validation dataset as well as a 
subset of the training dataset (the distribution of this subset will not be uniform: 
some images and classes will be labeled with text only, and some will contain a 

combination of text and center points).” (See updated language in Section 7) 

40 Section 5 Metrics 

Also mentioned in the Draft BAA is the fact that the validation 
dataset is labeled with center points and that recall metrics are 

based on a 3-meter center point threshold. Is the desired output of 
a proposed solution only a center point label, or are other types of 
localization desired so long as they can be reduced to a center 

point for evaluation? 

See question 17. 

41 Section 7 GFI 

The original xView dataset contains images that span large areas 
and/or are densely populated with targets. Will the 5-10 sentences 
of unstructured text associated with each image usually refer to 

random groups of objects anywhere within the image? Or will the 
text usually refer to objects clustered in a specific region of 

interest within the larger image? 

The dataset will include examples of both cases. 

42 
Section 12 Optional 

Performance 

Are there any memory, speed, or hardware requirements? (Does 
the model have to analyze a certain number of images per 

minute?) 

No. There are no hardware requirements for this effort, however, computational 
tractability is an element of the qualitative evaluation that will determine 

advancement to the Option Period. (See updated language in Section 12.) 

43 Section 5 Metrics 

The BAA states "Proposers are free to define additional data sets, 

but should not use the labels of the original xView data set in any 
training or pretraining." Are we allowed to use the original xView 
data for other purposes, such as testing and validation? For 

No. “Proposers are free to define additional data sets, but should not use the labels of 

the original xView 1 data set in any training, pretraining, or model development.” 
(See updated language in Section 5) 
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example, if our model were to generate object bounding boxes as 
an intermediate step, could we use existing xView bounding boxes 
to test that processes? 

44 Section 7 GFI 
Are the distribution of object types similar to that in the original 
xView dataset? 

Yes, but the data set may not necessarily include all object types from the original 
xView 1 data set. (See updated language in Section 7.) 

45 Section 5 Metrics 

Lines 140-142 of the published 
Draft_BIGR_BAA_Topic+8_05312022 document state: 

“Proposers are free to define additional data sets, but should not 
use the labels of the original xView data set in any training or 
pretraining.” 

What is meant by “define additional data sets?”  Will NGA allow 
non-xView datasets to be introduced into the overall solution and, 

if so, what are the limitations, if any, to those non-xView datasets? 

“Define additional data sets” refers to proposers being permitted to introduce non-

xView 1 datasets into their solution, either to “augment training or to demonstrate a 
facet of performance that the xView 1-derived dataset may not allow for. If being 
used to augment training, the dataset must be publicly available (e.g., ImageNet) or 

labeled without manual intervention (e.g., images and captions scraped from a public 
blog).” (See updated language in Section 5) 

46 
Section 9.1.4 

Unclassified Work 

Section 9.1.4 (Line 215-216) of the DRAFT states:  
“Foreign nationals are not permitted to perform unclassified work 
under the terms of this contract.” 

Can you please state whether U.S. persons are allowed or if U.S. 
citizens are required to perform work on this project?  

See question 3. 

47 
HM0476-20-BAA-
0001: Part III, 1.0 
Eligible Applicants 

Can hardware companies submit alone if we have some unique 
value to add to these specific use-cases? 

See question 2. 
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